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This paper propose to analyse the effect of the shape factor that is used in plasma PIC df
codes to make interpolations between the grid and the particles positions. In df codes,
the total density fluctuates, even when it should be conserved. We show that, in some
cases, the computed non-physical part of the particle kinetic energy fluctuations is depen-
dent on those of the total density. We deduce a method that can reduce drastically the sta-
tistical fluctuations in the diagnostics of the kinetic energy.
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1. Introduction

With particle codes, a plasma is considered as an assembly of numerical particles whose motion is dictated by the Lorentz
force qm�1ðEi þ vi � BiÞ, where Ei and Bi represent the electromagnetic field at the position xi of the particle i, and vi is the
particle velocity. The numerical particles are generally much less numerous than in a real plasma; this is why a careful anal-
ysis of particle codes requires to make the difference between numerical and physical particles.

There are at least two ways to compute the electromagnetic field seen by each numerical particle. The most direct meth-
od, that characterises N-body particle codes, consists of computing the electromagnetic field generated by any particle at the
place of all the other particles. The computing time is proportional to N2, where N is the number of numerical particles. These
codes are too expensive when N becomes large, and methods based on tree-structured hierarchical algorithms have been
designed to reduce this cost as �NlogN [1] and more recently as �N [2]. Tree codes are mainly used for stellar dynamics stud-
ies (the force is gravitation), and recent developments show that the concept is applicable to plasma physics [3].

The other way, that has been practiced with plasmas more extensively, is the Particle In Cell (PIC) algorithm. In PIC algo-
rithms, the Maxwell equations are solved on a mesh, and the electromagnetic field at the position of each particle is inter-
polated from this mesh [4,5]. Most of the PIC codes are solved through a finite difference scheme. Finite elements PIC
schemes have also been implemented; they give a better account of non-trivial geometrical constraints (such as toroidal
tokamak geometries) [6].

The present paper deals with the case of finite difference particle PIC codes. With finite difference codes, the interpolation
is characterised by ‘‘shape functions” S.

The interpolation of the electric field at the position of the particle i is given by
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EðxiÞ ¼
X

j

SðXj � xiÞEðXjÞ; ð1Þ
where Xj are the positions of the grid points j, and the sum is extended over the whole grid. (The interpolation of the magnetic
field is similar.) Reciprocally, the resolution of the Maxwell equations requires the computation of charge and current densi-
ties. Those are deduced from the positions and velocities of the numerical particle trough the reciprocal interpolation formulasX
qðXjÞ ¼
i

qiwiSðXj � xiÞ; ð2Þ

JðXjÞ ¼
X

i

qiviwiSðXj � xiÞ: ð3Þ
where qi is the electric charge. The number wi is a statistical weight associated to each particle; it is discussed below. For any
particle i, the shape function is normalised to one:
X

j

SðXj � xiÞ ¼ 1: ð4Þ
In order to avoid self-forces, the shape function used for the electromagnetic field and the shape function used for the charge
and current densities are the same. The shape factor function is a uniform spline with a very small number of knots and a low
degree. In 2D for instance, the shape function is usually related to four grid points (four knots) and is bi-linear (linear in each
configuration space coordinate) [4].

In ‘‘classical” PIC codes, the numerical particles are markers of the whole particle distribution function. Then, the particle
statistical weights are constant over time. When they are set to one ð8i;wi ¼ 1Þ the value of the distribution function is pro-
portional to the number of physical particles. Aydemir [7] has made a ‘‘Monte Carlo interpretation” of particle simulations. In
that perspective, the numerical particle are called Lagrangian markers; the PIC algorithms with constant wi’s are called ‘‘sim-
ple” or ‘‘crude” Monte Carlo methods. When the wi’s are set to one, the algorithm is called ‘‘importance sampling”.

As the number of numerical particles is much lower than in a real plasma, the numerical simulations are more noisy than
the plasmas that they tend to modelize. But many numerical simulations are about cases where the modification of the par-
ticle distribution function is weak. Then, the total distribution function can be written f ðt;x;vÞ ¼ f0ðx;vÞ þ df ðt; x;vÞ where
f0ðx;vÞ is an equilibrium distribution function, and at any location and at any time considered in the simulation,
df ðt;x;vÞ � f0ðx;vÞ. In that case, it is better to use the numerical particles to modelize only the part df of the distribution
function. This is why ‘‘df codes” (also called ‘‘perturbative codes”) have been designed [8]. In the ‘‘Monte Carlo interpreta-
tion” of particle simulations, the df algorithm is a ‘‘control variates” method [7].

In df codes, the statistical weight wi, deduced from the Vlasov equation must be recompiled at each time step. It repre-
sents the perturbed-to-equilibrium ratio of the distribution function. In spite of strongly increasing the signal to noise ratio,
the df approach does not allow for a totally realistic noise level. This can be seen through an analysis of the moments of the
distribution function: (i) as with the nonperturbative PIC codes, because of the low number of numerical particles, the
approximations of the moments of the distribution are less accurate as their order increase. In practice, with perturbative
codes, it is difficult to get more than the third order. Many previous papers present methods to minimize this error, by
the introduction of some additional closure equation deduced from the fluid theory [9], or by an optimized sampling of
the phase space by the macro-particles [10]. (ii) As pointed out by Parker and Lee [8] the computation of the statistical
weight itself introduces an error, showed by the non-conservation of the sum of the weights of all the particles. This facts
causes the non-conservation of the particle number (that is conserved with nonperturbative PIC codes). Aydemir [7] has
shown that the relative fluctuations of the density are then proportional to a second order moment of the statistical weight

distribution (roughly
ffiffiffiffiffiffi
�w2

i

q
) divided by the square root of the numerical particle density.

But Aydemir has not taken the effect of the interpolation procedure (summarized with Eqs. (1)–(3)) in his analysis of the
particle non-conservation. The interpolation makes things worse. We devote this article to an analysis of the effects of the
interpolation procedure on the non-physical fluctuations of the numerical particle density and of the particle kinetic energy
in df PIC codes.

Section 2 is a short presentation of the perturbative (df ) numerical scheme. In Section 3, we show that the interpolation
scheme (Eqs. (1)–(3)) is equivalent to the consideration of finite-size particles with a fixed shape. In Section 4, we analyse the
non-physical fluctuations of the density (or the total particle number) induced by the finite-size particles approximation. In
Section 5 we analyse the case of the non-physical kinetic energy fluctuations, and their connection with the density fluctu-
ations. We suggest a way of improving the accuracy of the kinetic energy diagnostics. In Sections 7–9, the improved diag-
nostics are applied to concrete numerical simulations of the Landau damping and of the two-streams instability. Then we
conclude.

2. Perturbative (df) model

The general method is inspired from Parker and Lee [8] and its implementation for the full dynamics particle code is de-
rived from Sydora [11]. The particles of a collisionless plasma get a distribution function f for each species which evolves in
time according to the Vlasov equation:
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dtf ¼ @t f þ v@xf þ cðx;vÞ@vf ¼ 0; ð5Þ
where f ¼ f ðt;x;vÞ and cðx;vÞ ¼ q=mðEþ v � BÞ is the acceleration due to the electric E and magnetic B fields. If we assume
that the distribution f differs from an equilibrium distribution f0 (corresponding to the E0 and B0 equilibrium fields, and
dtdf0 ¼ 0) by a weak perturbation df , the Vlasov equation can be expressed as a time-derivative of the perturbation only.
For the equilibrium part:
dtf0 ¼ @tf0 þ v@xf0 þ c0@vf0 ¼ 0; ð6Þ
where the acceleration c is split in a stationary acceleration due to the equilibrium fields c0 and an acceleration c1 for the
perturbed fields E� E0 and B� B0. As the function f0 is in equilibrium with c0, it does not have to be recomputed at each
time step. The evolution of the perturbation is given by:
dtdf ¼ �c1@vf0: ð7Þ
The f distribution is the distribution of the particles for a given species. The distribution of the numerical particles, that we
note g, is different; it is often defined as a Klimontovich distribution [11]
gðx;vÞ ¼
X

dðx� xiÞdðv � viÞ; ð8Þ
where xi and vi are the position and the velocity of the ith macro-particle, and dðv � viÞ is the Dirac distribution centered on
vi. (In the Aydemir [7] Monte Carlo interpretation, g is the distribution of the Lagrangian markers.) This definition is dis-
cussed and modified in the following sections. A statistical weight wi is defined for each particle:
wi ¼
df
g
ðxi;viÞ: ð9Þ
For a Klimontovich distribution of the macro-particles (Eq. (8)) the evolution of the g distribution is a solution of the Vlasov
equation (Eq. (5)), thus the f=g ratio remains constant. Then the evolution of the weight is deduced from the perturbation
evolution (Eq. (7)):
dtwi ¼ �
c1

g
@vf0 ¼ �

f
g
�wi

� �
c1

f0
@vf0: ð10Þ
As f=g is time-invariant, it can be computed initially and stored for each particle. Among many options, two opposite choices
are often made: (1) setting f=g ¼ 1, and a density of macro-particles proportional to the physical particle density (2) set a
waterbag distribution g for the macro-particles (uniform probability between two values vmin and vmax and null outside)
and compute a specific value ðf=gÞi for each particle. The first option requires less storage, but we shall see in Sections 7
and 8 that the second option is much less noisy.

3. Finite-size particles

The particle distribution itself is never explicitly computed in the df PIC algorithm; only its first moments q and J are.
Even the total particle number is computed only to check the accuracy of the conservation, but is not necessary to the time
step advance. We show in this section that there are two different ways of writing the distribution functions. The moments q
and J, used in the time iteration, associated to these two different distributions are equal. But higher order moments (used in
diagnostics) can be different.

The first way of writing the distribution function is to associate it to point-like particles. In that case,
df ðt;x;vÞ ¼
X

i

widðx� xiÞdðv � viÞ; ð11Þ
where the summation is done over the particles (of index i). Then, the charge density and current densities are
qðxÞ ¼
X

i

qiwidðx� xiÞ; ð12Þ

JðxÞ ¼
X

i

qiviwidðx� xiÞ: ð13Þ
and the values on the grid computed with Eqs. (2) and (3) are considered as interpolations on the simulation grid points Xj of
the values given in Eqs. (12) and (13) at the point x ¼ Xj.

But we can also consider, as in the Parker and Lee paper (see their Eq. (8)), that the particles are not point like, but that
they have a finite size in the phase space. Then,
df ðt;x;vÞ ¼
X

i

wiSðx� xiÞdðv � viÞ ð14Þ
or more generally
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df ðt; x;vÞ ¼
X

i

wiSðx� xi;v � viÞ; ð15Þ
where S is a function defined on the phase space. In that case, a numerical particle is considered as an object of finite size in
the phase space (by opposition to a point like particle), and the particle distribution is always regular. The local density at a
given point is given by the value of the S function. Finite-size particles are sometimes referred as particle clouds or macro-
particles. Then, their contribution to the charge and current densities is naturally given by the Eqs. (2) and (3), without the
need of an interpolation procedure. The Eq. (4) garantee that the charge of a macro-particle is qi. The interpolation is in fact
hidden behind the finite size of the numerical particles; and sometimes, we write that the finite-size particles are defined
through the interpolation function S.

Of course, the finite-size particle is not like a cloud of real particles, because real particles are not tied to each other by a
relation specifying that their distances is phase space are constant. Studying the effect of the finite size of the particles when
the distribution is given by Eq. (15) is equivalent to studying the effect of interpolation when the distribution is defined by
Eq. (11).

It has been shown, since the begining of the df PIC codes, that dt
P

iwi – 0 [8,7], and this fact is easily checked in practice.
In the next section, we analyse the effect of the finite-size particles on the conservation of the momentums of the distribu-
tion function. We focus our analysis on the evaluation of the total density (that should remain constant) and on the particles
kinetic energy (that is a part of the total energy that should remain constant).

4. Finite-size macro-particles and its consequence to the numerical solution

When the finite-size particle concept is applied, the g numerical particle distribution function is [8]:
gðx;vÞ ¼
X

i

Sðx;xi;v;viÞ ¼
X

i

Sðx� xiÞdðv � viÞ; ð16Þ
where Sðx;xi;v;viÞ ¼
P

iSðx� xiÞdðv � viÞ is the interpolation function, i.e. the shape function. (Sometimes, Sðx;xi;v;viÞ is
abbreviated more simply: S.) The function gðx;vÞ is time-varying, but gðxi;viÞ ¼

P
jSðxi � xjÞdðvi � vjÞ ¼ Sð0Þ is a constant,

it is independent of time.
A single macro-particle defined by this interpolation function represents a part hiðx;vÞ of the plasma particle distribution

perturbation f given by:
hiðx;vÞ ¼ Nif ðx;vÞSðx;xi;v;viÞ; ð17Þ

where Ni is a normalisation coefficient. In the code, the distribution function f cannot be computed directly, only h can be
computed with the macro-particles algorithm. We want
X

i

hiðxðtÞ;vðtÞÞ ¼ f ðt;x;vÞ: ð18Þ
From Eq. (16), this becomes
X
i

hiðx;vÞ ¼ f ðx;vÞ
X

i

NiSðx;xi;v;viÞ; ð19Þ
with Ni ¼ g�1ðx;vÞ. In Eq. (17), there is a discrepancy between the variables: Ni should depend only on ðxi;viÞ, not on ðx;vÞ.
In practice a factor
Ni ¼ g�1ðxi;viÞ ¼ S�1ð0Þ; ð20Þ
constant over time, is associated to each macro-particles at the beginning of the simulation. With such a value of Ni, the Eq.
(18) can be satisfied only when ðx;vÞ coincide with the position of a macro-particle. (Hopefully, the support of the S function
is restricted to a domain where ðx;vÞ is close to ðxi;viÞ.) We shall now compute the error introduced when we consider that
this relations is valid for any value of ðx;vÞ. Hence,

Let us consider a set of real particles whose initial distribution fj is represented by a single macro-particle j, then
hjðxðtÞ;vðtÞÞ ¼ fjðt;x;vÞ. According to the Liouville theorem, dt fjðt;x;vÞ ¼ 0, therefore, dthjðxðtÞ;vðtÞÞ ¼ 0. This relation is
appropriate for a set of ‘‘physical” particles: each of them follows its own trajectory, it is not bound to the others by any
‘‘non-physical relation”.

However, things do not happen like this in a PIC code, because the particles represented by the same macro-particles are
tied to each other. More precisely, they have the same velocity and the same acceleration. Therefore, we define a particular
type of time-derivative for the macro-particle motion and for h, that we outline with a M exponent (as macro-particle),
where all the particles corresponding to the same macro-particle i have the same velocity vi and the same acceleration as
the particle of coordinates ðxi;viÞ. Thus, for the macro-particle accelerations
cMðx;viÞ ¼ cMðxi;viÞ; ð21Þ
when for ‘‘physical” untied particles, generally,
cðx;viÞ– cðxi;viÞ: ð22Þ
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The relation between physical particles and particles tied in a macro-particle is given by the particle with the ‘‘reference”
coordinate of the macro-particle:
cMðxi;viÞ ¼ cðxi;viÞ and vM
i ¼ dM

t xi ¼ dtxi ¼ vi: ð23Þ

It is possible to relate the physical derivative dt to the macro-particle derivative dM

t :
dM
t ¼ @t þ v@x þ cM@v ¼ ðcM � cÞ@v þ dt : ð24Þ
For particles tied in a finite-size macro-particle, the time-derivative dM
t h involves the variations of Sf (that depend on

x; xi; v, and vi).
dM
t

Z
hiðx;vÞdxdv ¼ Ni

Z
f dtMS þ SdtMf
n o

dxdv ð25Þ
It is shown in Appendix A that the variation of the sum of the weights dM
t

P
iwi can be derived from the latter equation:
dM
t

X
i

wi ¼
X

i

Ni

Z
Sðx� xiÞ½cðxi;viÞ � cðx;viÞ�@v f ðt;x;viÞdx�

Z
Sðx� xiÞ½c0ðxi;viÞ � c0ðx;viÞ�@v f0ðt;x;viÞdx

� �
:

ð26Þ
This term represents the finite-size particle contribution to the error in the conservation of the particle number in the df PIC
simulations.

5. Kinetic energy computation

Let us now examine the error between the derivatives of the kinetic energy as computed with point particles and as in the
df PIC code. We have chosen to compute, not only the perturbation, but the whole kinetic energy K, including those associ-
ated to the equilibrium distribution function. Considering the general definition of the kinetic energy and Eq. (18)
K ¼ m
2

Z
v2f ðt;x;vÞdxdv ¼

X
i

Ki: ð27Þ
With Eq. (16), we can write
Ki ¼
m
2

Z
v2

i
f ðt;x;viÞ
gðx;viÞ

Sðx� xiÞdx: ð28Þ
The ratio ðf=gÞi is constant in x and t, it is computed initially in the simulation, and not changed for subsequent times. The
derivative of the kinetic energy is therefore
dtKi ¼ m
Z

v icðx;viÞ
f ðt; x;viÞ
gðx;viÞ

Sðx� xiÞdx: ð29Þ
It is shown in Appendix B that
dtKi ¼ dtðK1 þ K2Þ; ð30Þ
where
K1 ¼
m
2

X
i

v2
i

f ðt;x;viÞ
gðx;viÞ

ð31Þ
is a first approximation of the kinetic energy. (Here, the indices 1 and 2 refer to the decomposition of K given above, and not
to specific particle numbers. As we do not specify any explicit particle number, the two kinds of indices, i or 1 and 2, can be
used without confusion.) The kinetic energy K1 is the one found with point-like particles, as shown by Hatzky et al. [10]. The
correction is given by
dtK2 ¼ m
X

i

Z
v i½cðx;viÞ � cðxi;viÞ�

f ðt;x;viÞ
gðx;viÞ

Sðx� xiÞdx: ð32Þ
In a few cases, this correction can be estimated. Let us consider the case of a uniform Maxwellian distribution function f0. If
df � f0, then, to the first order,
@f ðx;viÞ
@v

¼ �2
vi

v2
T

f ðx;viÞ: ð33Þ
Eq. (32) becomes:
dtK2 ¼ �
m
2

X
i

Ni

Z
v2

T ½cðx;viÞ � cðxi;viÞ�@v f ðt;x;viÞSðx� xiÞdx: ð34Þ
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We have used the definition of Ni with the same approximation as in Eq. (20). Thus the correction on energy at a time t can be
related to the error on the weight conservation given in Eq. (26),
K2 ¼ �
mv2

T

2

X
i

wi �
mv2

T

2

Z X
i

Ni

Z
Sðx� xiÞðc0ðxi;viÞ � c0ðx;viÞÞ@v f0ðt;x;viÞdxdt: ð35Þ
The first term of the right-hand side can be evaluated directly in the numerical simulation, as wi is a part of the data
associated to every macro-particle. The second term depends only on the equilibrium configuration and the positions of
the macro-particles. It can be computed. In the case of uniform initial conditions (then c0 does not depend on x), this term
is null:
K2 ¼ �
mv2

T

2

X
i

wi: ð36Þ
6. Three ways of computing the kinetic energy

There are actually three ways of computing the electron kinetic energy in a df PIC code. For each of the following numer-
ical simulations, we shall compare these three method of estimate, that are not equivalent.

The two first ways have been explained above, they consist of computing K1 (marked with crosses on Figs. 2, 4, and 6) or
Ke ¼ K1 þ K2 (stars). The third way (labelled Ekine and marked with triangles on the same figures) is defined by
Ekine ¼
1
n0

X
i

m
2

v2
i wi þ C: ð37Þ
The value of C is the part of the energy associated to the analytical presentation of the unperturbed distribution function f0; it
is time-invariant. (As we are only interested in the energy fluctuations, we don’t compute C explicitly, we just manage to fit
the initial values of Ekine and Ke.)

In the following section, we shall also compare the values of the total energy. It can be estimated as Etotal ¼ Ekine þ Eelec

(circles), where Eelec is the electric energy. An another estimate is ET ¼ Ke þ Eelec (squares).
As we have said in Section 2, the initial conditions of the simulations can be set with a uniform value f=g ¼ 1 for each

particle, or with a waterbag macro-particle distribution g. The first two examples are numerical simulation of the Landau
damping of a Langmuir wave. The first (Section 7) is set with a constant ratio f=g, the second (Section 8) with a waterbag
distribution g. We shall see that the choice of these initial values has an influence on the quality of the kinetic energy
estimates.

The third simulation is devoted to the beam-plasma instability and is set with a waterbag distribution g.
In the simulations, reduced variables are used. The unit of velocity is c, the unit of time is the inverse plasma frequency

x�1
pe , the unit of electric charge is the electron charge absolute value e, the unit of mass is the electron mass me. In this system,

the unit of length is cx�1
pe and the unit of electric field is cmexpe=e. The unit of energy is mec2.
7. Landau damping with uniform f =g ratio

We perform a simulation of the Landau damping with a df PIC code. In this section, f=g ¼ 1 for each particle. The physical
initial distribution function is proportional to those of the macro-particles.

The electrons i are initialized with a statistic weight wi ¼ 0 The initial perturbation is given by an electric potential
E1ðx; t ¼ 0Þ ¼ �bE1 cosðkxþ /Þ ð38Þ
and a perturbation of the macro-particle positions
dx ¼ �E1ðx; t ¼ 0Þ ð39Þ
in order to set a density perturbation that is the corresponding solution of the Poisson equation [4]. We have not introduced
any velocity perturbation. With such initial conditions, two waves of equal amplitudes are supposed to propagate in opposite
directions Numerically, bE1 ¼ 0:1cmexpe=e, The electron thermal velocity is v te ¼ 0:075c. According to the linear theory, the
frequency is x ¼ 1:275600xpe, the damping rate is c ¼ �0:090220xpe. The perturbation has a wave vector kkD ¼ 0:392699,
where kD is the Debye length, and the phase velocity is v/ ¼ 0:243622c. The computation is performed on a quasi-1D numer-
ical grid of size 32� 4. The initial conditions are uniform in y. Each grid cell has a size DX ¼ 0:075c=xpe and there are 2000
electrons per cell. The time step is Dtxpe ¼ 0:05.

The ion are considered as a neutralizing background. (This initialization has the virtue of simplicity, and has been prac-
ticed in many occasions (see for instance [11]) but it is not exact. Rigourously, we should set an initial value of the statistical
weights wi that correspond to ðf � f0Þ=g and that is not equal to zero. Then, during the first time step of the simulation, there
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is a transitory phase during which wi get a non-null value, at the expense of the energy initially injected in the simulation. In
the next section, where initial conditions are cleaner, similar waves are initialized with a smaller value of bE1.)

Fig. 1 shows the electric field energy displayed in logarithmic scale, as a function of time. The high energy oscillations
correspond to the Langmuir wave frequency. These oscillations are due to the beating between the forward and backward
propagating waves of similar amplitudes. The straight line superimposed to the energy corresponds to the damping pre-
dicted by the linear theory (given above). For times txpe < 20, the damping is linear. For times txpe > 20, nonlinear trapping
effect, already described by O’Niel [12,13] occurs. Our goal is not to check the validity of their theories, but to analyse the
energy balance. We have plot, in Fig. 2 various energies. The evaluation based on Ekine (triangles) do not show any correlation
with the electric energy, and the fluctuations of the associated total energy Etotal (that should be time-invariant) are larger
than those of the electric energy. Therefore, using Ekine for the evaluation of the kinetic energy does not allow for a relevant
analysis of the energy balance.

The line labelled Ke (marked with stars) is the sum of K1 and K2 (diamonds). It is the evaluation of the kinetic energy de-
scribed in Section 5. We can see that K2 cannot be neglected: its value is smaller but of the same order of magnitude than K1.
The finite-size particle effect is therefore important. But Ke ¼ K1 þ K2 is anti-correlated with the electric energy. The asso-
ciated total energy fluctuations ET (squares) are smaller (for any time interval) than those of the electric energy, and an en-
ergy balance analysis is possible.

The fluctuations of the total energy evaluation ET (derived from the method described in the present paper) are three or-
ders of magnitude smaller that those of the Etotal evaluation. Nevertheless, the total energy ET conservation is not perfect
either. This can be due to the fluctuations already evaluated by Aydemir [7].
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Fig. 1. Electric energy over the whole simulation box. As in the next figures, the unit of time is x�1
pe , the unit of energy is mec2.
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Fig. 2. Electron 0 and W kinetic energy over the whole simulation box.



S. Hess, F. Mottez / Journal of Computational Physics 228 (2009) 6670–6681 6677
8. Landau damping with waterbag macro-particle distribution

We perform a simulation of the Landau damping with a df PIC code. The macro-particles have a waterbag velocity dis-
tribution: the probability is uniform between two boundaries �6v the, and null outside. The initial distribution f is given
through the ratio ðf=gÞi that is specific to each particle i. The initial conditions are similar to those of the ‘‘reference Landau
simulation” developed by Belmont et al. [14], but the wave amplitude is higher (by a factor 100) and nonlinear effects occur.
The wave initially set in the simulation is supposed to propagate in only one direction. The electrons i are initialized with a
statistic weight wi that corresponds to the initial perturbation of the distribution function:
Fig. 3.
given b
df ðv; x; t ¼ 0Þ ¼ N1;0ðxÞffiffiffiffiffiffiffi
2p
p

v t

exp � ½v � V1;0ðxÞ�2

2v2
t

( )
: ð40Þ
The functions N1;0ðxÞ;V1;0ðxÞ, are deduced from the cold plasma theory of the Langmuir wave. (see [14] for explanations and
comments):
E1ðx; t ¼ 0Þ ¼ �bE1 cosðkxþ /Þ; ð41Þ

n1ðx; t ¼ 0Þ ¼ N1;0ðxÞ ¼ �
kbE1

x2
L

sinðkxþ /Þ; ð42Þ

v1ðx; t ¼ 0Þ ¼ V1;0ðxÞ ¼ �
bE1

xL
sinðkxþ /Þ; ð43Þ
Numerically, bE1 ¼ 0:01cmexpe=e, the amplitude of N1;0 is 0:0322ðxpe=cÞ3, and the amplitude of V1;0 is 0:0078c. The electron
thermal velocity is v te ¼ 0:075c. According to the linear theory, the frequency is x ¼ 1:2756xpe, the damping rate is
c ¼ �0:090221xpe. The perturbation has a wave vector kkD ¼ 0:3927, where kD is the Debye length, and the phase velocity
is v/ ¼ 0:243622c. The computation is performed on a numerical grid of size 32� 4. Each grid cell has a size
DX ¼ 0:075c=xpe and there are 2000 electrons per cell. The time step is Dtxpe ¼ 0:05.

The ion are considered as a neutralizing background.
Fig. 3 shows the electric field energy displayed in logarithmic scale, as a function of time. The high energy oscillations

correspond to the Langmuir wave frequency. These oscillations are due to the beating between the forward propagating
wave and a residual backward propagating one. (See [14] for further analysis.) The straight line superimposed to the energy
corresponds to the damping predicted by the linear theory (given above). As in the previous simulation, for times txpe < 20,
the damping is linear; then, the nonlinear trapping effect occurs. We have plot various energies estimates in Fig. 4. As in the
previous simulation, the total energy fluctuations Etotal associated to Ekine are larger than those of the electric energy. Thus, the
estimate Ekine does not allow for an analysis of the energy balance. As before, the estimate ET of the total energy associated to
Ke ¼ K1 þ K2 is much better and allow for a correct energy balance. But in the present case, where the initial conditions are
more ‘‘clean” (but more difficult to design), the correction K2 is much smaller than K1 and Eelec , and a correct energy balance
could be reached only with K1, instead of Ke.

We have also made a simulation of the Landau damping, but with a much lower initial amplitude bE1 ¼ 10�4cmexpe=e. The
result (not displayed in a figure) shows that the correction becomes negligible and our method does not improve sensitively
the diagnostics of energy. Other effects than those induced by finite size numerical particles, such as the finite particle num-
ber [7] maybe dominant.
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The electric energy Eelec as a function of time, displayed in logaritmic scale. The straight line corresponds to the damping rate c ¼ �0:090221xpe

y the linear theory of the Langmuir wave.
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Fig. 4. Various energies, integrated in the whole simulation domain, as a function of time, displayed in linear scale. The energy labelled Eelec (marked with
pluses +) is the electric energy displayed in Fig. 3. The energy labelled Ekine (marked with triangles M) is the electron kinetic energy computed according to
the classical method. The energy labelled Etotal (marked with circles �) is the sum of the electric and kinetic Ekine energies. The energy labelled Ke (marked
with stars I) is the kinetic energy evaluated according to the method described in Section 5; it is the sum of K1 (crosses �) and K2 (diamonds }). The
corresponding total energy is labelled ET (marked with squares �) and is much better conserved than Etotal .
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9. Bump in tail instability

This section is based on a simulation of the electron beam-plasma instability.
The initial electron distribution function consists of the addition of a beam of electrons with a speed vb to an uniform

Maxwellian electrons distribution:
f ¼ exp
�v2

2v2
t

� �
þ � exp

�ðv � vbÞ2

2v2
tb

" #
: ð44Þ
The equilibrium function f0 is set to f0 ¼ exp �v2

2v2
t

� �
and the rest of the initial distribution is carried by the numerical particles.

The electrons i are initialized with a statistic weight wi that corresponds to an initial perturbation of the distribution func-
tion that is a core Maxwellian function of relative amplitude 1, and a beam (of gaussian profile) of thermal velocity
v tb ¼ 0:0075c, of mean velocity vmb ¼ 0:1875c, and of relative amplitude � ¼ 0:5. The core electron thermal velocity is
v te ¼ 0:075c. The computation is performed on a numerical grid of size 32� 4. Each grid cell has a size DX ¼ 0:075c=xpe

and there are 500 electrons per cell. The time step is Dtxpe ¼ 0:05.
The ion are considered as a neutralizing background. We can see on Fig. 5 that the energy has a phase of linear growth

ðtxpe < 30Þ then a phase of saturation and oscillations. Without entering into the details of this already well documented
case, we can see that this behavior is qualitatively conform to the classical results concerning the beam-plasma instability.
Fig. 6 shows the kinetic Ekine and total Etotal energies computed following the ‘‘classical method” and the kinetic Ke and total ET

energies with the modified method. We are only interested on their variations. Ideally, both Etotal and ET should be constant.
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Fig. 5. The electric energy Eelec as a function of time, displayed in logaritmic scale.
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We can see in practice that the fluctuations of ET are much lower than those of Etotal, especially in the nonlinear phase when
the exchanges between the kinetic and electric energy become significant.

It is important to notice that in spite of a relatively important beam, our correction of energy is based on the Eq. (33)
where only f0 (that represents only the core distribution) has been taken into account. In spite of this approximation, the
correction of kinetic energy is satisfactory. We can also notice that our correction of energy is significant only when the
amplitude of the signal (at the end of the linear growth phase) is high enough. For a lower signal, other causes of error (such
as those studied by Aydemir [7]) are dominant.

10. Conclusion

Generally, with df codes, the evaluation of the perturbations of the moments of the particle distribution function are
based on formulas of the type
hdAi ¼ 1
n0

X
i

Awi: ð45Þ
We have shown that the finite size of the macro-particles induces some non-physical effects that limit the accuracy of such
diagnostics. For instance, the density, i.e. the moment of order 0, that would be

P
iwi=n0 is not conserved. We have shown an

analytical expression (Eq. (26)) of the error caused by the finite particle size effect (or more precisely, we can express the
time-derivative of this error). Then, we have evaluated the error introduced by the particle finite size effect into the evalu-
ation of the kinetic energy; this is given in the Eq. (32). We have not based our energy computation on a formula like Eq. (45)
that involves only df , but on an estimate of the total kinetic energy, Eq. (31) that involves the ratio f=g associated to each
particle. In general, the formula (31) does not provide a better accuracy than with Eq. (45). But in the particular case of a
Maxwellian equilibrium function f0, there is a simple and practical way of relating the error K2 on the kinetic energy to
the error on the particle number

P
iwi, (Eq. (36)). Using both Eqs. (31) and (36) gives a much more accurate energy estimate

than with Eq. (45).
In order to test this way of improving the diagnostics of energy, we have made simulations of Landau damping and beam-

plasma instability where the three ways of computing the kinetic energy are compared: those with Eqs. (45) and (31) and the
correction Eq. (36). We have based our tests of accuracy on the conservation of the total energy. We have shown that the first
methods is the worst. The second method can give good results when the initial condition are set carefully. The third method
is the best, the numerical fluctuations of the total energy are three order of magnitude lower than with the first method. In
this last case, the level of fluctuations of the total energy is well below the level of fluctuations of its electric and kinetic com-
ponents; this fact is not so common in the world of PIC numerical simulations.

Nevertheless, there are other causes of error on the diagnostics of energy, such as the statistical fluctuations induced by
the low number of numerical particles. The numerical particle finite size effect, and our proposed solution to counteract it,
have shown in our simulations to be more effective when the amplitude of the physical signal is higher. This fact can be ex-

plained: the fluctuations of density scale as
ffiffiffiffiffiffi
�w2

i

q
=N when caused by the finite number of numerical particles [7]. They do not

depend on the amplitude of the forces acting on the particles. In the case of the finite size effect, the fluctuations of the den-
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sity are proportional to the heterogeneity of the particle acceleration cðx;viÞ � cðxi;viÞ. In the case of a stronger signal (for
instance waves with the same wavelength but with larger amplitudes), this term, mainly associated to the wave electric
field, is higher and contributes more effectively to the numerical fluctuations of the density. Therefore, in the case of stronger
forces acting physically on the particles, the finite size effect and our method to counteract it, are the most significant terms
affecting the precisions of the diagnostics.

It is important to mention an important restriction: this method requires a Maxwellian equilibrium distribution function
f0. In the case of counterstreaming electron beams [15,16], for instance, the distribution f0 is composed of two shifted Max-
wellian distributions (with opposite mean velocities) of similar densities; in that case; Eq. (33) is not valid anymore and our
improved diagnostic cannot be applied as is. In the case of the beam-plasma instability shown in Section 9, our correction
worked because the beam density is much lower than the core density, and we could neglect it in Eq. (33), keeping in it only
the core Maxwellian distribution. It is certainly possible to find other useful cases where a similar method can be applied: the
fundamental need is to provide a relation between @v f0ðxi;viÞ and v if0ðxi;viÞ that is (almost) independent of v i. This is pos-
sible for instance when the particle distribution function is a sum of Maxwellian distributions of different temperatures (in
this case, each ‘‘family” of electrons can be treated separately) or in the case of a Maxwellian with an anisotropy of
temperature.

The present analysis of the finite macro-particle size errors might have other applications in df PIC code algorithms. For
instance, it might help to design a new method of numerical evaluation of the pressure tensor components.

As the expression of the force is not explicitly required in our computations, the present analysis of finite size effects is
also valid in the case of finite difference PIC df simulations of gravitational systems.

Appendix A. Error on density conservation

Considering that vM ¼ dM
t x;vM

i ¼ dM
t xi ¼ vi; cM ¼ dM

t v; cM
i ¼ dM

t vi, considering the peculiar form of S given in Eq. (16), not-
ing S0 ¼ @xSðx� xiÞ, we have @xS ¼ �@xi

S ¼ S0dðv � v iÞ; @vS ¼ �@v i
S ¼ Sd0ðv � v iÞ, and the first term on the right-hand side of

Eq. (25), can be written
Z
f dM

t Sdxdv ¼
Z

dxdvf ðx;vÞ � vM@x þ vM
i @xi

þ cMðx;vÞ@v þ cMðxi;viÞ@v i

	 

Sðx� xiÞd vM � vM

i

� �
¼
Z

Sðx� xiÞ cMðx;viÞ � cMðxi;viÞ
	 


@v f ðt;x;viÞdx ¼ 0: ðA:1Þ
The second term of Eq. (25) is
Z
SdM

t f dxdv ¼
Z

Sðx� xiÞdM
t f ðt; x;viÞdx ¼

Z
Sðx� xiÞ dtf ðt;x;viÞ þ ½cMðx;viÞ � cðx;viÞ�@v f ðt;x;viÞ


 �
dx: ðA:2Þ
The two above terms are sumed up in Eq. (25). The Vlasov–Liouville theorem implies that dt f ðxi;viÞ ¼ 0 (this is a ‘‘physical”
derivative), therefore,
dM
t

Z
hiðx;vÞdxdv ¼ Ni

Z
Sðx� xiÞ½cðxi;viÞ � cðx;viÞ�@v f ðt;x;viÞdx: ðA:3Þ
Coming back to the definition in Eq. (17),
X
i

dM
t

Z
hiðx;vÞdxdv ¼

X
i

Ni dM
t

Z
f0Sdxdv þ dM

t

Z
dfSdxdv

� �
: ðA:4Þ
The first term on the right-hand side of Eq. (A.4) can be treated the same way as in Eqs. (A.1) and (A.2) replacing f by f0,
therefore
X

i

Nid
M
t

Z
f0Sdx ¼

Z
Sðx� xiÞ½c0ðxi;viÞ � c0ðx;viÞ�@v f0ðx;viÞdx: ðA:5Þ
We can develop the second term on the right-hand side of Eq. (A.4). Considering the Eqs. (9), (20), and (4),
X
i

Nid
M
t

Z
dfSdxdv ¼ dM

t

X
i

wi þ
Z

Ni½df ðt; x;viÞ � df ðt;xi;viÞ�Sðx� xiÞdx: ðA:6Þ
As the domain where S is not null is small (usually a grid cell), usually, ½df ðt;x;viÞ � df ðt;xi;viÞ� � df ðt;xi;viÞ, and to the first
order, the second term in the right-hand side can be neglected. Then, Eq. (A.4) reduces to
X

i

dM
t

Z
hiðx;vÞdxdv ¼ dM

t

X
i

wi þ
Z

Sðx� xiÞ½c0ðxi;viÞ � c0ðx;viÞ�@v f0ðx;viÞdx: ðA:7Þ
Eq. (26) is found when hi is eliminated from Eqs. (A.3) and (A.7).
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Appendix B. Correction on the kinetic energy

As we have seen, cðx;viÞ is not computed with a df PIC code. Therefore, we decompose the above term as follows
dtKi ¼
m
2

Z
v icðxi;viÞ

f ðt;x;viÞ
gðx;viÞ

Sðx� xiÞdxþm
2

Z
v i½cðx;viÞ � cðxi;viÞ�

f ðt; x;viÞ
gðx;viÞ

Sðx� xiÞdx: ðB:1Þ
The first term on the right-hand side is simply v icðxi;viÞ f ðt;x;viÞ
gðx;viÞ

, because
R

Sðx� xiÞdx ¼ 1. The decomposition K ¼ K1 þ K2 gi-

ven in Eqs. (31) and (32) can be deduced from the above relation.
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